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SUMMARY
BACKGROUND

Assurance of subcriticality is the most important element in any nuclear operation.

Today, this assurance is provided by using analytical computational tools to evaluate and

analyze nuclear processes under all possible scenarios and geometry.  The reliability of

the evaluation results depends upon how accurately  the computational tool represents the

realistic condition of the operation in question.  Proof of the accuracy of the

computational tool also depends upon the proper benchmarking of the code against actual

nuclear fission process experiments.

The principle limitation in using the Monte Carlo method for solving many complex

shielding and criticality problems has been the computer time required. Parallel

processing offers a vast saving in computational time that will likely become the general

practice in the very near future.

Parallel applications of Monte Carlo codes have been successfully implemented in SIMD

(single-instruction, multiple-data) and  MIMD (multi-instruction, multi-data)

architectures. Particle transport Monte Carlo was first applied to SIMD in 1981. It

required changing the history-based scheme to an event-based scheme. However, the

natural partitioning by particles is inherently parallel and ideally suited to MIMD parallel

computers. The advent of multiple distributed computer software packages, such as,

PVM (Parallel Virtual Machine) allows workstations, mainframes and SIMD computers

to work together on a single job as a virtual supercomputer. This virtual supercomputer

relies on relatively slow networks to pass information back and forth between processors,



but Monte Carlo codes rely on relatively little communication in comparison to

computation. It is important to realize there are no algorithmic differences between

Monte Carlo on MIMD computers and on distributed computers. Forward looking

approaches today, seek to leverage the rapid advances in processor design, Internet

connectivity, and the implementation of distributed computing embodied in such

languages as Java.

For several years, we have been conducting criticality benchmarking calculations 1-3 of

the LLNL developed Monte Carlo particle transport code COG.4  As part of the

benchmarking process, we have compared COG calculations to both critical experiments

and other code calculations including MCNP,  KENO,  SAN, and MORSE (for various

cross-section libraries including ENDL and ENDF/B).

In 1994, a version of COG was developed that executed concurrently on a set of

networked workstations, or on a MPP, under the PVM control system. This version of

COG runs a set of computational nodes using a master-slave relationship. The user starts

COG as a master process. Using PVM message-passing and control system, the master

COG starts up slave COG processes on specified workstations.

For shielding problems, each slave obtains a starting random number seed, a number of

particles to run, and a reporting time interval. The slave reports its results to the master

and is restarted as needed. Criticality problems have a different organization. Because the

fission created in one batch are the neutron source for the next batch, the source evolves

until it reaches an equilibrium source distribution. Then settling batches are run.

These methods are efficient and robust.

The process of criticality benchmarking has traditionally included evaluating errors in

the areas of; (1) the model, (2) the Monte Carlo code,  (3) the point-wise data. With

parallel processing, new issues arise including: (1) random number sequence cutting5, (2)

round-off error of individual CPUs,  (3) statistical (n-0.5 ) accuracy6, (4) batch routing

and timing, and (5) variance of the variance limitation.

OBJECTIVE

The objective of this paper is to report on COG results in the PVM parallel mode for

criticality benchmark experiments and to use this experience to: (1)  establish a set of



parallel benchmarks and (2) set standards for benchmarking methodology and results-

reporting together with a controlled database .

RESULTS

Our results to date have demonstrated good compliance of COG in parallel mode to COG

and MCNP in scalar mode. Also, we have begun to develop a criteria for benchmarking

methodology for parallel mode criticality applications of Monte Carlo codes.
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